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Abstract—It is well known that the data transport capacity of
a wireless network can be increased by leveraging the spatial and
frequency diversity of the wireless transmission medium. This has
motivated the recent surge of research in cooperative and dynamic-
spectrum-access (which we also refer to as cognitive spectrum ac-
cess) networks. Still, as of today, a key open research challenge is
to design distributed control strategies to dynamically jointly as-
sign: 1) portions of the spectrum and 2) cooperative relays to dif-
ferent traffic sessions to maximize the resulting network-wide data
rate. In this paper, we make a significant contribution in this di-
rection. First, we mathematically formulate the problem of joint
spectrum management and relay selection for a set of sessions con-
currently utilizing an interference-limited infrastructure-less wire-
less network. We then study distributed solutions to this (nonlinear
and nonconvex) problem. The overall problem is separated into
two subproblems: 1) spectrum management through power allo-
cation with given relay selection strategy; and 2) relay selection for
a given spectral profile. Distributed solutions for each of the two
subproblems are proposed, which are then analyzed based on no-
tions from variational inequality (VI) theory. The distributed al-
gorithms can be proven to converge, under certain conditions, to
VI solutions, which are also Nash equilibrium (NE) solutions of the
equivalent NE problems. A distributed algorithm based on itera-
tive solution of the two subproblems is then designed. Performance
and price of anarchy of the distributed algorithm are then studied
by comparing it to the globally optimal solution obtained with a
newly designed centralized algorithm. Simulation results show that
the proposed distributed algorithm achieves performance that is
within a few percentage points of the optimal solution.
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I. INTRODUCTION

HE CONCEPT of cooperative communications has been

proposed to achieve spatial diversity without requiring
multiple transceiver antennas on a wireless device [2]-[4]. In
cooperative communications, in their virtual multiple-input
single-output (VMISQO) variant, each node is equipped with a
single antenna and relies on the antennas of neighboring devices
to achieve spatial diversity. Thanks to the broadcast nature of
the wireless channel, signals transmitted by a source can be
overheard by neighboring devices. Therefore, one (or multiple)
relays can forward their received signals to the destination.
Multiple copies of the original signal can then be received at
the destination, which can combine them to decode the original
message.

A vast and growing literature on information and commu-
nication theoretic results [5], [6] in cooperative communica-
tions is available. Readers are referred to [7], [8], and references
therein for excellent surveys in this area. Problems addressed
include the definition of algorithms to establish when and how
to cooperate and optimal cooperative transmission strategies.
For example, [3], [9], and [10] study in depth outage proba-
bility and capacity of an isolated communication link. How-
ever, only simple network topologies are studied, e.g., single
source—destination pairs with single and fixed relay nodes, while
network-wide interactions among multiple concurrent cooper-
ative communication sessions are not considered. Distributed
relay selection algorithms are also proposed based on nonco-
operative game theory, e.g., auction theory [11] or Stackelberg
games [12], [13]. However, typically a single channel and no
interference among multiple concurrent communication links is
assumed.

In this paper, we focus on cognitive ad hoc networks and look
at the fundamental problem of designing algorithms to leverage
the spatial and frequency diversity of the wireless channel by
jointly allocating portions of the spectrum and cooperative re-
lays to the sessions to maximize the overall achievable data rate.
Different from traditional cognitive radio (CR) communications
where there are primary and secondary users [14], in this paper
we use cognitive to refer to dynamic spectrum access. Through
our developments, we make the following contributions.

» Cooperative networks with dynamic spectrum access: We
study the problem of joint spectrum management and relay
assignment in dynamic-spectrum-access cooperative net-
works with decentralized control.
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* Effect of cooperation and dynamic spectrum access in in-
terference-limited networks: Since cooperative and cogni-
tive ad hoc networks are inherently interference-limited,
and ideal orthogonal FDMA or TDMA channels cannot be
easily established without centralized control, we consider
a general interference model. The results obtained can be
applied to interference-free networks as a special case.

» Distributed algorithms: We design and analyze distributed
solution algorithms for spectrum assignment and relay se-
lection, based on best-response local optimizations. Since
the original joint optimization problem has a rather com-
plex (combinatorial, nonlinear, and nonconvex) mathemat-
ical formulation, we decompose it into two separate sub-
problems, i.e., spectrum access and relay selection. For
each subproblem, relying on notions from variational in-
equality (V1) theory [15], we analyze the existence of a
Nash equlibrium (NE) of the problem, design distributed
solution algorithms, and prove convergence of the algo-
rithm to an NE point.

* Centralized algorithm: We propose and study a central-
ized iterative solution algorithm based on a combination
of branch-and-bound and convex approximations of non-
linear, nonconvex problem constraints. We show that the
algorithm provably converges to the optimal solution of the
global problem. We evaluate and compare the distributed
solution to the optimal solution.

The proposed algorithm can be directly applied to a scenario
with multiple coexisting preestablished source—destination
pairs. In addition, it can provide an upper bound to the per-
formance of simpler centralized/distributed algorithms for
spectrum management and relay assignment. Lastly, in a mul-
tihop ad hoc network, the proposed algorithm can be used to
optimally control resource allocation for an independent set
of transmissions with primary interference constraints (i.e., no
transmitters and receivers in common) periodically scheduled
by a separate scheduling algorithm, where idle nodes can be
used as potential relays.

The rest of the paper is organized as follows. In Section II, we
discuss related work, and in Section III, we introduce system
model and problem formulation. Then, we describe and ana-
lyze the distributed algorithm in Section IV, and describe the
centralized algorithm in Section V. Finally, we present perfor-
mance evaluation results in Section VI and conclude the paper
in Section VIIL.

II. RELATED WORK

Relay selection in cooperative wireless networks has
been an important topic of research [11], [12], [16]-[23].
Shi et al. [16] studied the relay selection problem in ad hoc
networks and proposed an algorithm with attractive properties
of both optimality guarantee and polynomial time complexity.
Hou et al. [17] investigated the problem of joint flow routing
and relay selection in multihop ad hoc networks and proposed
an optimal centralized algorithm with arbitrary predefined
optimality precision based on the powerful branch-and-cut
framework. Rossi ef al. [18] studied the optimal cooperator se-
lection in ad hoc networks based on Markov decision processes
and the focused real time dynamic programming technique.
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In [19], Yang et al. proposed a HERA scheme for cooperative
networks to avoid system performance degradation due to the
selfish relay selections. In [20], Zhou ef al. proposed an interfer-
ence-aware relay selection scheme for two-hop relay networks
with multiple source—destination (S—D) pairs. Song et al. de-
rived the achievable symbol error rate (SER) and frame error
rate (FER) for bidirectional relay networks [24], [25] and for
cooperative networks with hybrid forwarding strategies [26],
respectively. Different from these works, we jointly study relay
selection and spectrum management and focus on distributed
algorithms.

Distributed relay selection based on game theory has also
attracted significant attention [27]. For example, [11] and
[28] studied the problem of distributed relay selection and
relay power allocation in cooperative networks based on auc-
tion theory. In [12], Wang et al. formulated the problem of
distributed relay selection in a multiple-relay single-session
network as a Stackelberg game, while in [29] Liu et al. ap-
plied Stackelberg game theory for relay selection in cellular
networks. Zhang et al. [13] proposed a new framework for
efficient resource management in cooperative cognitive radio
network and formulated the problem of distributed relay selec-
tion and spectrum leasing as a Stackelberg game. In addition to
[13], other excellent work on joint relay selection and spectrum
management includes [30] and [31]. Zhao [30] investigated
the power and spectrum allocation for cooperative relay in a
three-node cognitive radio network. In [31], Ding et al. studied
the cooperative diversity of three low-complexity relay selec-
tion strategies in spectrum-sharing networks. Different from the
above work, we focus on interference-limited ad hoc networks
with multiple concurrent sessions and multiple relay nodes.

Dynamic spectrum access has also been the focus of much re-
cent attention, especially in the context of cognitive radio (CR)
networks. For example, in [32], [33], Ekici et al. investigated co-
operative spectrum sharing and leasing strategies between pri-
mary and secondary users. In [34], Chowdhury et al. proposed
to adapt the classical TCP rate control to interact with the spec-
trum sensing and other lower-layer functionalities in secondary
ad hoc networks. Hou ef al. studied cross-layer resource alloca-
tion for capacity (or throughput) maximization in SINR-model-
based [35] and MIMO-powered [36] CR networks. Different
from these works, we consider dynamic spectrum access with
cooperative relays.

Finally, cooperative communications have been also studied
in conjunction with dynamic spectrum access. For example,
[37]-[41] studied resource allocation in cellular cognitive
radio (CR) networks with cooperative relays. In [42], Li ef al.
developed a centralized solution algorithm to maximize the
minimum transmission rate among multiple source—destination
pairs using cooperative communication in a cognitive radio
network with orthogonal channels. In our previous work,
the problem of distributed joint routing, relay selection, and
spectrum allocation in interference-limited secondary ad hoc
networks was investigated [43], where distributed algorithms
were proposed based on a “backpressure” framework; and a
centralized algorithm with optimality guarantee for joint relay
selection and dynamic spectrum access in interference-limited
video-streaming single-hop ad hoc networks was proposed
in [44]. In this paper, we design a distributed algorithm to



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

GUAN et al.: DISTRIBUTED RESOURCE MANAGEMENT FOR COGNITIVE AD HOC NETWORKS WITH COOPERATIVE RELAYS 3

jointly allocate relays and spectrum in interference-limited
infrastructure-less networks based on variational inequality
theory and evaluate its performance by comparing it to an
optimal centralized algorithm.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a cognitive ad hoc wireless network, where a set
&S of communication sessions compete for spectrum resources.
For each session, say s € &, a source—destination pair is identi-
fied. Each destination node is assumed to be reachable via one
hop by its source node, while layer-3 routing in multihop net-
works will be investigated in our future work. Each source node
can transmit to its destination node either using a direct link or
through a cooperative relay. We refer to a link enhanced by a
cooperative relay as a cooperative link. If a cooperative link is
employed, the source node selects a node as relay from a set R
of potential relay nodes. The available spectrum is divided into
F' channels; we denote the set of channels as 7. Each channel
is potentially shared among different sessions, i.e., each session
can be seen as an interferer to any other sessions, and each user
dynamically selects the best channels to access to maximize its
own utility.

Assumptions: We make the following two assumptions.

» Simultaneous access to a channel. Multiple sessions are
allowed to access a channel at any given time. Therefore,
they will cause interference to one another. To mitigate
the effect of interference, dynamic spectrum access is
employed, i.e., each session dynamically selects which
channels to use and allocates transmission power on each
channel, based on the channel quality of the underlying
wireless link and on the interference measured at the
destination node.

» Single relay selection. For the sake of simplicity, in this
work we consider the single relay case, i.e., we assume that
each relay node can be selected by at most one session, and
one session can select at most one relay node. It is worth
mentioning, however, that this work can be extended to the
case of multiple relay selection.

There are several practical application scenarios that can be
characterized using such a network model. For example, a
snapshot of wireless sensor and ad hoc networks, where each
currently active node transmits to its next-hop node using
those nonactive nodes as potential relays; cellular networks
with multiple mutually interfering uncoordinated cells, in each
of which the scheduled user transmits to the base station via
other nonscheduled users as relays. Similar models have also
been adopted in existing literature, e.g., [16] and its multihop
variation [17].

Cooperative Link Capacity Model: Denote the power allo-
cation matrix for the source nodes as P = (Pf),s € S, f € F,
where P/ represents the transmission power for source node s
on channel f. The power allocation matrix for the relay nodes is
denoted with @ = (Qf), r € R, f € F, where Q! is the trans-
mission power for relay node r on channel f. Further denote
the relay selection matrix as & = (o), r € R,s € S, where
o = 1 if relay node r is selected by session s, and o) = 0
otherwise.

We let C5(P, @, a) represent the capacity available to ses-
sion s, which can be expressed as

Cs(Pa Qa (1_Za>cd1rp Q)

rer

direct link

+) el (P, Q) (1)

rceR

cooperative link

where C3, (P, Q) represents the capacity available to session s
if a direct link is used, and C(fO; (P, Q) represents the capacity
of cooperative link if relay r is selected by session s. For a direct

link, C3,. (P, Q) can be expressed as

5,8 Pf
— § . 52d” s
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fer
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where B is the bandwidth of each channel, §2 s represents the
power of additive white Gaussian noise (AWGN) at destination
node s on channel f, Gy, represents the average channel gain
from source node s to destination node s, and I{ represents the
interference measured at destination node s on channel f.

Different forwarding strategies can be employed for coop-
erative relaying, e.g., amplify-and-forward (AF) and decode-
and-forward (DF) [3]. We assume that DF is used at each relay
node, while AF will be addressed in our future work. Then,
Ceon (P, Q) can be expressed as [3], [16]

Con(P, @) = 3. Cinl (P, Q)
feF
:—me{cz;;f, cnlb o
fer

where C ér’f represents the capacity of link from source node s
to relay node r on channel f, and C5 d represents the ca-
pacity achieved through maximal ratlo combining [3] on the
two copies of the signal received by destination node s from
source node s and relay node r on channel f. The coefficient %
in (3) indicates that the overall capacity for the cooperative link
is averaged over two time-slots; as will be discussed later on in
Section IV, the min operation in (3) results in a nonlinear nondif-
ferentiable function, and this may impose significant challenges
on algorithm design and theoretical analysis. Expressions for the
two capacities are given by

85,7 ; TrPf

o5ni (P, Q) = Blog, (1 + 2ot 2 ) (4)
Ol (P, Q) = Blog, 1+ Cald £ C@r ) )
sr2d 2 5Sf +Ig

where 52 represents Gaussian noise power at relay node r on

T,8 .
channel f G2y, and G, represent average channel gain from
source node s to relay node r, and from relay node r to desti-
nation node s, respectively, and I represents interference mea-
sured at relay node r on channel f.
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Interference Model: In (2), (4), and (5), the interference Ilf
and If depend not only on power allocation and relay selec-
tion at each individual node, but also on the network scheduling
strategy of the whole network (i.e., the relative synchronization
of transmission start times between different network commu-
nication links). To keep the model tractable, the interference
at each receiver can be approximated in different ways. In the
worst-case approximation, the assumption is that all source and
active relay nodes cause interference in both time-slots. The av-
erage-based approximation considers instead the average effect
of each interferer over the two time slots. Our experiments re-
veal that the average-based approximation models reality very
well [44]. With this model, Ilf can be expressed as

oy [(l—zar) Grap

weS_¢ reR

oY ar (@gipl+ameh| ©
reR
where S _, represents the set of all sessions except session s. I/
has a similar expression.
Problem Formulation: We let U represent the utility func-
tion for session s and define it as

Us = IOg(CS(P7 Qa a)) (7)

where C; (P, Q, a) is defined in (1) and a log-capacity utility
function is considered to promote fairness among communica-
tion sessions. Then, the objective of our problem is to maxi-
mize a sum utility function of all communication sessions by se-
lecting for each session: 1) which channels to allocate; 2) trans-
mission power to be used on each selected channel; 3) whether
to use a direct link or cooperative link; and 4) which relay node
to select,! i.e.,

maximize U = Us(P, Q, a 8
,Q, a ; ( Q ) (®

subjectto  af € {0, 1} VseS, ¥reR )

Y ag<1l  VseS (10)
rER
dap<l  VreRr (11)
SES
PI>0 VseS,VfeF (12)
QI >0 VYreR,VfeF (13)
N pl<py, VseS (14)
feF
QI <Qra  VreR (15)
feF

where U represents sum utility, and U,(P, @, @) is defined
in (7) (also denoted as U, for conciseness). The expressions
in (9)—(11) impose constraints on relay selection (at most one
relay per session and one session per relay), while (12)—(15)
impose constraints on power allocation and power budget for
each source and relay node. Here, P2, and Q7. represent

X max

In this work, it is assumed that the network state information, e.g., the
channel gain between any two nodes, changes only slowly, and we optimize
the power allocation and relay selection for each snapshot of the network.
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the maximum transmission power of source node s and relay
node r, respectively.

In the problem formulated in (1)—(15), the expressions de-
fined in (2)—(6) are nonlinear (and nonconvex) functions of the
problem variables. Moreover, the relay selection variables 7, r
€ R,s € S, are constrained to take binary values (0 or 1).
Therefore, the expression in (1) and consequently the objective
function in (7) are both integral and nonconvex. This causes
the problem to be a Mixed-Integer and Non-Convex Problem
(MINCoP), which is in general NP-hard (i.e., no existing algo-
rithm can solve an arbitrary MINCoP in polynomial time).

In the following sections, we first propose distributed algo-
rithms designed to dynamically control node behavior based on
localized best-response strategies. The original problem is de-
composed into two separate problems, namely distributed relay
selection with given power spectral profile and distributed spec-
trum allocation for a given relay selection. Then, we study the
convergence of iterative algorithms based on iterative solutions
of the two individual problems. We analyze the convergence
and optimality of distributed algorithms for spectrum assign-
ment and relay selection, based on notions from variational in-
equality (V1) theory. Finally, we design and study a centralized
algorithm that provides an optimal solution to the problem with
guaranteed convergence and that can be tuned to find a compro-
mise between the desired precision and computation time. Re-
sults obtained through the centralized algorithm are employed
to evaluate the “price of anarchy” of the proposed distributed
algorithm.

IV. DISTRIBUTED ALGORITHM

In this section, we propose a distributed algorithm for the
problem formulated in Section III that is amenable to practical
(distributed) implementation. The proposed distributed algo-
rithm is designed to achieve the Nash equilibrium (NE) [45],
which is a well-known concept from noncooperative game
theory often used as a tool for designing distributed algorithms
in complex wireless communication systems [11]-[13]. There
are two important characteristics of an NE solution: 1) at any
NE solution point, no user has incentives to deviate from the
current transmission strategy unilaterally; and 2) each user's
utility is maximized, given the transmission strategies of any
other users. In this section, we study: 1) whether an NE so-
lution point exists for our problem; 2) how to achieve such
an NE solution point if it exists; and 3) the so-called price of
anarchy, i.e., we compare the performance at NE solution point
to the global optimal solution (obtained through a centralized
algorithm).

The formulated MINCoP problem is nonlinear and non-
convex, which imposes major challenges to the NE analysis.
Therefore, we decompose the original joint optimization
problem into two separate subproblems, i.e., spectrum access
and relay selection. For each subproblem, based on a pow-
erful mathematical tool named variational inequality (VI)
theory [15], [46], we demonstrate the existence of NE of the
problem, design distributed solution algorithms and show that
the designed algorithm converges, under certain conditions, to
an NE of the subproblem. Finally, we evaluate performance
of the distributed solution algorithms by comparing them to
a newly designed centralized but globally optimal solution
algorithm.
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A. Basics of VI Theory

For the reader's convenience, we provide definitions for a
variational inequality problem and Nash equilibrium problem,
respectively. Readers are referred to [15] for a detailed intro-
duction to the relationship between them and [46] for a compre-
hensive overview of VI theory.

Definition 1 (Variational Inequality Problem): Given a
closed and convex set X € R™ and a continuous mapping
function F' : X — R", the VI problem, denoted as VI(X, F),
consists of finding a vector z* € X (called a solution of the
VI) such that [46]

(y—2") F@) <0

Yy e X. (16)

Definition 2 (Nash Equilibrium Problem): Assume there are
@ players each controlling a variable 2, € @Q;. Denote z as
the vector of all variables z = (x;,...,20), and let z_; =
(z1,...,2i_1,2i41,...,2¢) represent the vector of all player
variables except that of player 2. Each player i is also associated
with a utility function f;(z;, z_;). Define the Cartesian product
of all @; as @ £ H?Zl Q;, the vector of utility functions as
f = 1{(f1,..-, fq). Then, a Nash equilibrium problem, denoted
as NE(Q, f), consists of finding z* = (7,...,2y) (called
Nash equilibrium solution), such that each player ¢'s utility func-
tion f;(x;, z* ;) is maximized, i.e., [45]

g;;k = arg maxfi ($i7 xiz) vl
z;€Q;

amn

Given a Nash equilibrium problem NE(Q, f), assume that
for each player #: 1) the strategy set Q; is closed and convex;
and 2) the utility function f;(x;,z_;) is continuously differ-
entiable with respect to #; in Q;. Then, the Nash equilibrium
problem NE(Q, f) is equivalent to the VI(Q,F), where
F2 (Y, fi (i::))ZQ':1 [15]. Hence, to achieve an NE solution for
NE(Q, f), we only need to find a VI solution for VI(Q, F).

It should be pointed out that to take advantage of the well-de-
veloped theoretical results and of the existing distributed algo-
rithms of the VI theory, a condition required by VI theory is
that the mapping function F be at least componentwise strongly
monotonic [46]. Recall that the utility function in our problem
has a rather complex expression, which makes the monotonicity
analysis very hard. To address this challenge, we decompose the
problem formulated in Section III into two individual problems:
1) distributed power allocation, for a given cooperative relaying
strategy; and 2) distributed relay selection, for a given spectrum
profile. Then, we study the problem of joint relay selection and
power allocation based on the two individual problems.

B. Distributed Spectrum Management (DSM) by Power
Allocation

1) Game Theory Formulation: A problem of DSM with
given cooperative relaying strategy can be naturally formulated
as a game, in which each communication session can be seen as
a player, and each player tries to maximize its utility function
defined in (7) by adjusting the transmission power over the
available frequencies for its source node and corresponding
relay node if cooperative relaying is employed. Hereafter,
we use the terms of “communication session” and “player”
interchangeably.

Assume relay node r is selected by session s, and denote the
vector of power allocation for source node s and relay node r

as P, = (Pf), f e Fand Q, = (Qf), f € F, respectively.
Then, any P or Q, is feasible if it satisfies the constraints in
(12) and (14), or the constraints in (13) and (15), respectively.
We let P, and Q, represent the set of all feasible P, and @Q,.,
and denote the vector of power allocation for session s as z; =
(Ps, Q,). Then, the set of transmission strategies for session s,
denoted as X, can be defined as the Cartesian product of P,
and 9, i.e., X, £ Ps x Q,. If session s uses only direct link,
the set of transmission strategies simply reduces to X, = Ps.

The utility function for communication session s € & is de-
fined in (7), where Cs (P, @) is defined in (2) if only direct link
is used, and in (3) otherwise. Define P_; = (P,,), w € §, w
#s,andQ_, = (Q,), ¢ € R, ¢ # r, as the vectors of power
allocation for all other source and relay nodes. Then, with given
fixedaandz_, = (P_s,Q _,), the utility function of session s
can be rewritten as

Us(xsam—s) = log(C; Ts, 1_3))
= log(C

(Cs(
(Cs(Ps, @, P, Q)  (18)

where Cs(P;, Q,, P_s, Q_,) is defined in the same way as
Cy(P, @) withP = (P,,P_;)and Q = (Q,,Q_,.).

According to Definition 2, the DSM problem can be modeled
as a game NE(X,U), where X = [[,_s s and U = (U, )sess.

2) VI Formulation: Recall from Section IV-A that a given
NE problem is equivalent to a VI if the utility function for each
player is defined in a closed and convex domain set and is con-
tinuously differentiable. In the DSM problem formulated above,
the domain set of X is closed and convex since it is defined
by a set of linear constraints in (12)—(15). However, the utility
function for each player is certainly not continuously differen-
tiable. This is because if cooperative relaying is employed by
a communication session, the capacity of the cooperative link
is defined in (3), where the minimum operation leads to a non-
smooth function. Hence, the resulting utility function is not con-
tinuously differentiable.

To facilitate the analysis, we can approximate the cooperative
link capacity in (3) using a continuously differentiable function,
denoted as C(f(‘,’gf , constructed based on £p-norm function as
follows:

as,r,f — é;l((cs‘;r,f)—a (C«s,r,f)fl)

cop s2r sr2d

) [ . P . P'I%
where C%f

o’ and le;g‘j are defined in (4) and (5), respectively.
The ¢p-norm of a vector with large value of parameter P em-
phasizes the larger element in the vector [47], hence it also em-
phasizes the element with the smallest inverse. The resulting
approximation function is continuously differentiable in its do-
main, and the original function in (3) can be approximated with
arbitrary precision by adjusting the value of parameter 7. When
P — oo, we have C&nf — Ot

Based on the above approximation, the utility function for
each player becomes continuously differentiable, and hence we
can rewrite the NE problem in Section IV-B.1 as a VI problem
VI(X, F), with F = (V. ,Us), s € S.

3) VI Solution and Distributed Algorithm: After obtaining
a VI formulation of the problem, we can study whether a VI

o
g

o
0og

-1

(19
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solution (which is also an NE solution) exists for the problem,
and if it exists, how to achieve it in a distributed fashion. Before
developing a distributed algorithm, we give the following two
lemmas about the domain set A" and the utility function for each
player U (zs, z_5), respectively.

Lemma I: There exists at least one solution for VI(X, F').

Proof: The domain set X is closed and convex, and the
mapping function F is continuous. According to the existence
theorem in [46], there exists at least one VI solution.

Lemma 2: Assume that relay node r is selected by communi-
cation session s for cooperative relaying. Then, the utility func-
tion Us (x5, Z_5) is a strongly concave function if it satisfies the
condition that the signal-to-interference-plus-noise ratio (SINR)
on each channel for the link between source node s and desti-
nation node s, source node s and relay node r, relay node r and
destination node s, is greater than e — 1, where e is the base of
natural logarithm.

Proof: A strong concave function is a function that is con-
cave and its derivative does not approach zero in its domain [46].
For our case, the approximation function Cgogf in (19) is a
monotonically increasing function of the transmission power.
The domain set A" in the VI problem VI(X, F) is bounded.
Therefore, the derivative of C'S3p F with respect to the transmis-
sion power for source or relay node on each channel is posi-
tive and cannot be arbitrarily small. Hence, to prove that CCSO;f
is strong concave, we only need to show that it is a concave
function. This can be proven by showing that C op f is concave
within its domain X restricted to an arbitrary hne [47]. ]

The condition in Lemma 2 is a sufficient condition for the
utility function Us(zs,z_;) to be strongly concave, and re-
quires that the SINR on each channel is not too low? for a co-
operative link. In practice, a communication session will never
allocate much transmission power to a channel with very bad
channel quality. Moreover, if all available channels have very
bad quality, then even minimum quality-of-service (QoS) re-
quirements cannot be guaranteed. In this case, the communi-
cation session should be denied access to the wireless network.
Alternatively, the session should increase its maximum trans-
mission power or select another routing path to avoid channels
with poor quality. Therefore, with no loss of generality for all
practical purposes, we assume that the condition in Lemma 2
can be satisfied.

Next, we propose an iterative algorithm of dynamic spectrum
management which is based on the local best-response of each

2A value of e— 1 = 1.71828 for SINR implies that the received signal power
is comparable to the sum of noise and interference—which corresponds to very
poor channel quality.
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Algorithm 1: Gauss—Seidel Best-Response Algorithm for
DSM

Step 1: Initialize to any feasible power allocation
z) = (zgo))sgs that satisfies the constraints in
(12)—(15), set iteration index n = 0.

Step 2: Fors =1,..., S, calculate z§"+1> by solving

maximize U, (mgnﬂ), . ,a:gril), x5, :zrgrjr)l e ,xg"))
st. z, € &, (20)
Step 3: Setz"™D = (z{"")5_ and set n<n + 1.

Step 4: If z(®*1 is a VI solution of the problem in (16),
terminate, and go to step 2 otherwise.

communication session, and analyze the necessary and suffi-
cient conditions for the algorithm to converge to a VI solution
of VI{X, F).

We give the Gauss—Seidel implementation of the local best-
response based algorithm in Algorithm 1, where S represents
the number of communication sessions in &. In Algorithm 1, a
feasible initial power allocation means that the power level at
a subchannel cannot be too low. Otherwise, there would be no
guarantee of convergence according to Lemma 2. An infeasible
initial power allocation can be avoided by artificially increasing
power values that are too low, while an infeasible power allo-
cation during iterations in Algorithm 1 can be avoided by allo-
cating zero power to a subchannel with poor quality (i.e., do not
select poor subchannels for transmission).

Theorem 1: Given the VI problem VI(X, F') formulated in
Section IV-B.2, a Gauss—Seidel scheme based on the local best-
response of each communication session converges to a VI so-
lution if the following conditions hold.

i) Lemmas 1 and 2 hold.

ii) Any two sessions in § are located sufficiently far away
from each other, or equivalently the wireless channel
gains between any two sessions are sufficiently low, i.e.,
the expression

) > sup Z maX (x)

gES/s

VseS (1)

inf A4

zEX
is satisfied, where z = ((P{){SZ,(Q1)ISF), and A, (x)
and f5;7*(x) are given in (22) and (23) at the bottom of

the page, respectively, with |F| representing the cardi-
nality of the spectrum set F, r5 and r, denoting the relay
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nodes selected by sessions s,g € S, respectively, and
Csrood and Coo! defined in (19).
Proof: See Appendix-A please. ]

C. Distributed Relay Selection (DRS)

1) Game-Theoretic Formulation: The problem of relay se-
lection with given fixed spectrum profile can also be formulated
as a game, in which each communication session selects its best
relay node in a competitive fashion to maximize its own utility
function in (7). Recall that in Section III we assumed that only
one single relay is selected by a communication session. There-
fore, competition occurs if a relay node is the best relay for more
than one session. Moreover, as shown in (6), the transmission
strategy of a session, i.e., using only direct link or cooperative
link, also affects the interference caused by the session to the
other sessions.

Denote the vector of relay selection variables for communi-
cation session s € S as &; = (al), r € R, and the vector of
relay selection variables for all other communication sessions
except sasa s = (a¥), r € R, w € §, w # s. Then,
a = (a,, a ;). We let ®, represent the set of all possible a,,
and @ represent the set of all possible . Given a fixed spectrum
profile and relay selection strategies for all other communica-
tions, the utility function for session s in (7) can be rewritten
as U(as, a_). Denote the vector of all utility functions as
U = (U,), s € S. Then, the Nash equilibrium problem of relay
selection can be formulated as NE(®, U).

Each individual domain set & is described by constraints in
(9) and (11), while the overall domain set @ is described by con-
straints in (9)—(11). Since all communication sessions are cou-
pled through constraint (10), ® cannot be written in the form
of the Cartesian product of ®,. Given a_,, the set &, is a
function of & 4, i.e., ®; = ®,(a ;). Hence, the Nash equi-
librium problem NE(®,U) is not a standard NE problem as
defined in Definition 2 with respect to the domain set. In this
case, the NE(®,U) is called a generalized Nash equilibrium
(GNE) problem, denoted as GNE(®, U). We propose a penal-
ization-based algorithm to transform the GNE(®, UJ) into a se-
ries of standard NE problems, which can then be analyzed and
solved using the existing VI theory.

2) VI Reformulation: In the formulated GNE problem, the
domain set ® is closed and convex. Moreover, with given spec-
trum profile and fixed relay selection strategy for all communi-
cation sessions except s, the capacity for session s in (2) and (3)
is fixed. Hence, Us (a5, @ 5) becomes a function of a5 only. To
cast the GNE problem into a VI problem to make the theoretical
analysis easier, we still need to relax the integer problem (due to
the binary relay selection variables) to a continuous one. To this
end, in the following discussion we relax the binary requirement
and let each o}, r € R, s € S bereal. Effects of the relaxation
will be analyzed later together with the proposed distributed al-
gorithm. Then, the utility function U (@, @ _,) becomes con-
tinuously differentiable, and GNE(®,U) can be reformulated
as a VI problem with mapping function F = (F)scs, where
Fy, = Va,Us. Corresponding to a GNE, the VI problem with
coupled domain set & is called a quasi-VI (QVI) problem, de-
noted as QVI(®, F). Before developing distributed relay se-
lection algorithm based on the QVI reformulation of the GNE
problem, we first give the following lemma.

Lemma 3: There exists at least one VI solution (also Nash
equlibrium) for QVI(®, F).

Proof: For a QVI problem with closed and convex domain
set and continuous utility function, there exists at least one VI
solution solving the QVI problem [46]. ]

3) Distributed DRS Algorithm: Each communication ses-
sion, say s, locally decides its optimal relay selection strategy
a, foragiven a_ ;. Since the interference measured at each des-
tination and corresponding relay nodes are affected by the relay
selection strategies of all other sessions, an update of relay selec-
tion for any communication session will trigger update of relay
selection for all other sessions. More importantly, the set of pos-
sible relay selection strategies for each communication session
also changes, i.e., & is a function of _.

A natural way to address this case with coupled domain sets
is to set a price for each relay node and make each communica-
tion session pay a price to it [15]. Then, each relay node updates
its price based on the relay selection strategies of all sessions. If
more than one session selects the same relay node, then the price
for the relay node is increased. Otherwise, the relay node keeps
its price unchanged. However, a main concern of the price-based
algorithm is how to guarantee that the algorithm converges to a
VI solution, which is also an NE solution for the NE problem.
We propose to design the price-based algorithm using a penal-
ized version of the original utility function for each communi-
cation session such that the resulting algorithm can be proven
to converge to a VI solution of the DRS problem.

The proposed algorithm converges to a VI solution itera-
tively. At iteration k£, communication session s has a penalized
version of the utility function U (as, @ ), denoted as
Us(a,, @), as follows:

ﬁs(am afs) = I:Ts(asa afs)

2
1
5 <max (0, ul + p (Z — 1>>> (24)
Pk TER s€S

Penalization

where the penalization term is a function of relay selection vari-
ables aj,r € R,s € S, with pg, u, being iteration parameters
(we discuss later in this section how to choose values for them).3

In (24), each player's utility is penalized by subtracting a
value, which is zero if the constraint in (11) is not violated,
and is positive otherwise. {p}, ¥ = 0,1,..., is a sequence
of positive scalars and satisfies p, < pg11 and p, — o0 as
k— oo. {ur}, k=1,2,..., is a bounded sequence of vectors
with uy, = (u}), r € R. We will see later that ], is used as the
price for relay node 7 at iteration k, while gy, is employed as the
stepsize based on which each relay node updates its price.

Based on the penalized function Uy (as, 0‘;5)’ We can con-
struct a new VI problem VI(®, F'), where ¢ is the Cartesian
product of each individual domain set ®5, s € S, and F =
(Va.Us), s €S. Moreover, we have that Lemma 4 holds true
for each V,_ Us;.

3The core idea of the penalization algorithm is to penalize the coupled
relay selection constraint in (11) following an idea similar to the augmented
Lagrangian approach, where, according to [48], the quadratic penalty has been
preferred for several reasons. Among these, there is little extra computational
cost, the parameter p; need not go to zero. While different penalization
methods can also be designed, this is however outside the scope of this work.
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Algorithm 2: Penalization-Based Algorithm for DRS

Step 1: Initialize pg = 0, ug = 0, and set k& = 0.
Step 2: Calculate VI solution e by solving VI problem
VI(®, U ), in which each communication session
solves

-~

Us(as, a_;)in
s.t. o, € P,

(24)

maximize
Qg

(25)

Step 3: Update pi and uy according to (26) and (27),
respectively. Set k< &k + 1.

Step 4: If condition (10) is satisfied for each relay node
r € R, stop. Otherwise, go to Step 2.

Lemma 4: V., [75 is a strongly monotonic function of e, for
eachs € S.

Proof: We only need to show that the penalized utility
function U is strongly concave with respect to s [15]. Then, it
is sufficient to show that both Uy (ex, & _ ) and the penalization
item in (24) are strongly concave. This can be proven based on
the definition of strong concavity [15] and on composition rules
that preserve concavity [47, Sec. 3.2], i.e.: 1) componentwise
maximum of two affine functions is convex; 2) the square of
a convex positive function is convex; and 3) the opposite of a
convex function is concave. ]

Based on Lemma 4 and Theorem 1, a VI solution for
VI{®, U) can be calculated through a best-response based algo-
rithm similar to Algorithm 1. Denote the VI solution obtained at
iteration k with &, = (@), wherea? = (ot ), s € S, r e R.
Then, we can update pj and u; as follows:

(26)

))

where Ap is any fixed positive constant. The proposed algo-
rithm is summarized in Algorithm 2, and for the algorithm we
have that Lemma 5 holds true.

Lemma 5: The proposed penalized algorithm always con-
verges to a VI solution for QVI(®, F), which is also an NE
solution for GNE(®,U).

Proof: Readers are referred to Appendix-B for a proof of
the lemma. [ ]

Pr+1 =pr + Ap

i = s (04 1 (T,

SES

D. Joint Spectrum Management and Relay Selection

We have so far studied and solved two problems: 1) power al-
location with given fixed relay selection, and 2) relay selection
with given spectrum profile. Based on the above analysis, next
we develop two algorithms for joint spectrum management and
relay selection, one based on decomposing the original joint op-
timization problem formulated in Section III and the other based
on a transformation of the problem.

Decomposition-Based Solution Algorithm: This algorithm
solves the original by solving the above two individual prob-
lems iteratively. First, the power allocation vectors P and @
are initialized based on any feasible power allocation, e.g.,
equal power allocation over all channels for each source and
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relay node. Then, based on P and @, a VI solution of relay
selection & can be obtained through Algorithm 2. Note that in
Section IV-C, we assume that each o), r € R, s € S is real.
Hence, the VI solution @ might not be feasible for the original
problem formulated in Section III, where each «; takes only
integer values of 0 or 1. To get a feasible &, we perform a
round(-) operation to each & as follows:

a: = round(al), reR,scS.

(28)

w

If rounding gives an unfeasible solution, e.g., &2 = a¥ =
1, s,w € §, s # w, the relay is assigned to session s if
af > o, and assigned to session w otherwise. Denote the re-
sulting vector of feasible relay selection as e&. Then, with given
@, we solve the problem of power allocation using Algorithm 1.
The above iteration continues until the objective function in (7),
i.e., sum utility of all communication sessions, does not change
any more or the maximum number of iterations is reached.

It is worth pointing out that while this algorithm is in gen-
eral not guaranteed to converge to the global or any local op-
timum of the original optimization problem, its performance
is typically excellent. In Section VI, we evaluate its perfor-
mance by comparing it to a newly designed centralized but glob-
ally optimal solution algorithm. A potential research direction
is to design distributed solution algorithms based on the re-
cent results [49], as in [50]; the resulting distributed solution
algorithms are however guaranteed to converge to a stationary
point of the social optimization problem only; to the best of our
knowledge, it is still an open problem to design distributed so-
lution algorithms with theoretically guaranteed convergence to
a Nash equilibrium (if there exists any), given arbitrarily com-
plex utility expressions.

Transformation-Based Solution Algorithm: The core idea
is to transform the original joint optimization problem into an
equivalent relay selection problem, and then solve the resulting
DRS problem using again Algorithm 2.

Consider the joint power allocation and relay selection
for a single session s € &, given transmission profiles of
all other sessions P_,, Q_, = (Q,,)wes/s» and @_. The
objective of session s is then to maximize its achievable utility
Us(Ps,Q.,0:,P .. Q . & ;) defined through (7), with
Q. = (@Q,)rer/r_. and R_; = {r,,w € S/s}. This again
results in a GNE game, for which the existence of NE can also
be established; the proof is similar to Lemma 3 and is hence
omitted. To optimize the utility for each individual session, we
discuss a two-step solution algorithm, as follows.

i) For each candidate relay node r € R, assuming that it
is selected by session s, compute the optimal power al-
location P, and @,, by solving a convex optimization
problem (20). Denote the resulting maximal cooperative
link capacity as C2;5. If session s uses direct transmis-
sion only, denote the maximal link capacity as C'; .

ii) Session s decides the optimal relay selection strategy by

maximizing

U, £log (1 - (29)
réR

a?)Ci + Y 4 Cuy)
reR
which is a convex optimization problem.
Then, the joint optimization problem for each session reduces
to a relay selection problem, and the multisession optimization
problem can be casted as in Section I[V-C.1 into a relay selection
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game. A similar penalization-based algorithm as in Algorithm 2
can again be designed. It is worth pointing out that, although the
optimization in step ii) is convex, the two-step overall optimiza-
tion is however nonconvex, implying that a penalization-based
algorithm similar to Algorithm 2 may not be guaranteed to con-
verge any more in this case.

E. Implementation Issues

The proposed algorithm can be directly applied to a scenario
with multiple coexisting preestablished source—destination
pairs. In addition, it can be used to optimally control resource
allocation for an independent set of transmissions with primary
interference constraints (i.e., no transmitters and receivers
in common) periodically scheduled by a separate scheduling
algorithm, where idle nodes can be used as potential relays.

There are several potential alternative implementations for
the proposed algorithm. To allow each source and potential
relay to select the best subchannels, the power level of noise
plus interference on each subchannel need to be measured at
the destination and relay and then fed back to the source. Alter-
natively, they can be estimated at the source based on control
information overheard on a control channel. This can be carried
out through a cooperative MAC protocol. A good example of
such protocols is the CoCogMAC proposed in [43], which uses
a three-way handshake to exchange Request-to-Send (RTS),
Clear-to- Send (CTS), and Relay-Ready-to-Relay (RTR) frames
among the source, destination, and the selected relay to inform
the source (and neighboring devices) of transmitted power
chosen on each channel. For relay selection, each destination
node needs to estimate the quality of all subchannels from
itself to the corresponding source, while each relay needs to
measure the channel quality from itself to each source and
to each destination. This can be also carried out through a
protocol similar to CoCogMAC. Additionally, to implement the
pricing strategy in relay selection, each potential relay needs to
periodically broadcast a “price” frame to claim its price on a
common control channel that can be implemented out of band,
in a time-sharing or in a code-division fashion.

V. CENTRALIZED SOLUTION ALGORITHM

Denote U* as the optimal value of the problem in (8)—(15).
Then, the centralized algorithm is designed to search for a solu-
tion U that satisfies

U>eU” (30)
where 0 < € < 1 represents a predefined optimality precision

that can be set as close to 1 as we wish at the cost of computa-
tional complexity.

A. Algorithm Overview

We design the centralized solution algorithm based on the
branch-and-bound (B&B) framework [47], [51] and on con-
vexification of the original nonconvex problems formulated in
Section III to iteratively search for the optimal solution. At each
iteration, the algorithm maintains a global upper bound UPp,
and a global lower bound LR1, on the social objective U in (8)
such that

LR,y < U <UP,p,. 31)

Let T represent the domain set, i.e., the feasible set of the orig-
inal problem defined through (8)—(15). Then, the proposed al-
gorithm maintains a set of subdomains T = {T; C T, i =
1,2,...}, with Ty initialized to Ty = Y. We discuss later in this
section how these subdomains can be obtained through succes-
sive domain partitions, i.e., by splitting the range of each relay
selection variable o? and each power allocation variable P/ and
Q,f, withs € §,r € Rand f € F.Forany subdomain Y;, con-
sider UP(7Y,) and LR(Y;) as an upper and lower bounds on I
in (8) over subdomain T';. As opposed to the global upper and
lower bounds over the initial domain set T, we refer to UP(T;)
and LR(Y;) as local upper bound and local lower bound, re-
spectively. Then, the global upper and lower bounds can be up-
dated as

UP g =max{UP(Y;)}
LRglb = max{LR(T,)}

(32)
(33)

If LRgi, > €UPp, the algorithm terminates and sets the op-
timal objective U in (8) to U = LRg; otherwise, the algorithm
chooses a subdomain from Y and further partitions it into two
new subdomains, calculates UP(-) and LR(-), and updates the
UP,1, and LRy, as in (32) and (33). In the proposed algorithm,
we select the subdomain T« with the highest local upper bound
from T, i.e., i* = argmax; UP(T;).

Based on the update criterion of UPg, and LRy, in (32)
and (33), the global upper and lower bounds (i.e., UPg), and
LR, ) converge as the domain partition progresses. This can
be guaranteed by the following two properties of the proposed
algorithm: 1) As the domain partition (i.e., splitting a subdo-
main by splitting the range of its variables) progresses, the mea-
sure of each subdomain in T monotonically decreases to zero
and consequently the corresponding transmission strategy be-
comes fixed. For example, more relay selection variables be-
come fixed to 0 or 1, and the allowed transmission power for
each node becomes located within a small range; 2) As will be
clearer in Section V-B, for each subdomain the corresponding
nonconvex optimization problem can be relaxed to a standard
convex one; with that the computed local-upper-bound objec-
tive value monotonically decreases as the subdomain becomes
smaller; and finally, as variables in each subdomain become
fixed, the gap between the local upper and lower bounds also
shrinks to zero. From (31), UP,y, and LRy, converge to the
globally maximal objective function U™.

The branch-and-bound framework requires that, for subdo-
main T; € 7T, it should be computationally easy to obtain the
corresponding local bounds UP(Y';) and LR(TY;). To determine
UP(-), we rely on relaxation, i.e., we relax the original non-
convex optimization problem into a convex one that is easy
to solve using standard convex programming techniques. For
LR(-), we locally search for a feasible solution starting from
the relaxed solution and set the corresponding sum-throughput
as the local lower bound. Next, we describe how to convexify
the problem formulated in (8)—(15) through relaxation.

B. Upper Bound Through Convex Relaxation

Recall that the problem formulated in Section III is a
MINCoP. The objective of convex relaxation is to relax the
MINCoP and its subproblems to convex problems, which can
be solved easily and optimally. In the proposed algorithm, we
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Fig. 1. Convergence of the centralized solution algorithm with network topology id (a) 1, (b) 3, and (c) 5.

consider two cases of problems: 1) if the relay selection strategy
is not fixed, we solve a problem of relay selection by assuming
maximum transmission power for each source and relay node
and minimum interference at each destination node; otherwise
2) we solve a problem of power allocation with given fixed
relay selection and minimum interference at each destination
node. Next, we describe the convex relaxation in the first case
as an example while the problem can be convexified similarly
in the second case.

In the original MINCoP formulated in (8)—(15), all relay se-
lection variables o, » € R, s € S are not fixed and each
oy takes a value of either 0 or 1. In this case, we first relax the
constraint of single relay selection by allowing each session to
select multiple relay nodes and one relay node to be selected
by multiple communication sessions. Then, the constraint in (9)
can be rewritten as

0<af <1 Vs €S, Vrc R. (34)
Next, we calculate an upper bound on C¥j;, in (1), while an upper
bound on C%, can be calculated similarly. To this end, denote
the minimum and maximum transmission power on channel
f as P34 and Psf for source node s, and Q77 and Q71
for relay node r. By substituting P>/ and Q7 into (6) for
Pf Qf, a lower bound on I can be obtained by solving a
linear minimization problem over all relay selection variables,
with objective function I, f in (6) and the feasible set of o de-
fined in (10), (11) and (34). Denote the resulting lower bound
of I as Ifn’i];. Then, an upper bound on C;, can be calculated
by solving a maximization problem formulated in (2), (12) and
(14) with (2) being the objective function. Note that the objec-
tive function (2), with I fixed to its lower bound I*:Y | is con-

cave with respect to the power allocation variables 111:1’? Hence,
the optimal objective function, i.e., the objective function that
provides a local upper bound to C73;, can be easily calculated.
We refer to the corresponding optimal solution of &, denoted as

a*, as the relaxed solution.

VI. PERFORMANCE EVALUATION

We consider cooperative networks with communication area
of size 1500 x 1500 m? and 750 x 750 m?. Source, destination,
and relay nodes are randomly placed in the area. The average
channel gain between two nodes, say m, n, is determined by
the distance between them, i.e.,

Gm.n = |d(m7 n)|—4 (35)

TABLE 1
NETWORK PARAMETERS
Network Size | . Num. Num. Num.
(m?2) id Sessions Relays Channels
1 2 10 4
2 3 5 5
1500 x 1500 3 5 5 5
4 10 5 5
5 10 5 2
6 | 2,4,---,10 5 2
750 x 750 = 3 5410 5

where 4 represents the path loss factor, and d(m,n) represents
the distance between the two nodes. The maximum transmis-
sion power for each source and relay node is set to 0.5 W. The
average noise power is set to 101 W. The bandwidth of each
channel is set to 64 kHz. To approximate the cooperative link
capacity to a continuously differentiable function, the approxi-
mation parameters P in (19) is set to P = 5. Different network
topology parameters are employed in our experiments to model
sufficient, moderate, and scarce radio resources (relay nodes and
spectrum) compared to the number of communication sessions.
These parameters are summarized in Table 1. In the centralized
solution algorithm, optimality precision is set to ¢ = 95%. To
show convergence of the proposed distributed algorithms, re-
sults are obtained using one instance of each network topology
and channel realization. For performance comparison among
different algorithms, results are obtained by averaging over 100
independent simulations.

Convergence of Algorithms: Since the centralized algorithm
is proposed to provide a benchmark performance for distributed
algorithms, convergence performance of the centralized algo-
rithm is illustrated first. In Fig. 1, the optimality precision is de-
fined as the ratio of global lower bound on the objective func-
tion in (7) to the global upper bound. Network topologies 1, 3,
and 5 are considered. In all three cases, the proposed centralized
algorithm converges to the e-optimal solution, and the conver-
gence speed of the proposed algorithm varies in different net-
work topologies. As shown in Fig. 1(a) and (b), convergence is
very fast in case of small number of communication sessions,
e.g., in network topologies 1 and 3. When the number of com-
munication sessions is high and hence the level of interference
is high, e.g., in network topology 5, the proposed algorithm re-
quires more iterations to converge as shown in Fig. 1(c). How-
ever, the algorithm still converges very quickly to a 93% level of
optimality. Therefore, it is possible to trade precision for com-
putation time.
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Fig. 2. Convergence of the decomposition-based solution algorithm with network topology id 4. (a) Relay selection; values greater than 1 means that the relay is
selected by multiple communication sessions. (b) Power allocation. (¢) Sum utility (top) and individual utility (bottom).

The convergence performance of the decomposition-based
solution algorithm is illustrated in Fig. 2.4 Network topology 4 is
used in the simulation. In such a network topology, the number
of relay nodes and also channels is less than, but comparable
to, the number of concurrent communication sessions. Conver-
gence of the distributed relay selection (DRS) algorithm at a
relay node is shown in Fig. 2(a) with uniform power allocation
over different channels. All relay selection variables are initial-
ized to zero, i.e., no transmitter selects the relay node for co-
operative relaying. After one iteration, at least two transmitters
select the relay node. Notice that a transmitter might choose to
use a relay node for only part time of a transmission, but use
other relay nodes or direct link for the rest part. Consequently,
the relay selection constraint (11) becomes violated for this relay
node and he increases his price. As a result, the relay selection
converges with all constraints in (11) satisfied. We can see that
the proposed penalization-based algorithm converges very fast.
Distributed spectrum management (DSM) by power allocation
is shown in Fig. 2(b). In power allocation, results of the relay
selection obtained in Fig. 2(a) are employed. Here, power al-
location for a source node over multiple channels is shown as
an example. We can see that the proposed best-response algo-
rithm converges within three iterations. Results of joint DRS
and DSM are given in Fig. 2(c). The top figure shows the sum
utility of all communication sessions, while the bottom figure
shows individual utilities for two communication sessions. In-
dividual utilities become stable after four iterations of DRS or
DSM. To summarize, the proposed algorithms of DRS, DSM,
and joint DRS and DSM have a good convergence performance.

Optimality Analysis: Performance of the distributed solu-
tion algorithms is evaluated by comparing them to the €-op-
timal solution achieved by the centralized algorithm. In Fig. 3,
the sum utility achievable by the centralized and the two dis-
tributed solution algorithms are plotted for 100 simulation in-
stances, considering network topology 2 with communication
area of 1500 x 1500 m?. We can see that the distributed algo-
rithms achieve sum utility very close to that of the centralized in
most tested cases; the decomposition-based distributed solution
algorithm achieves in general the same or slightly higher sum
utility than the transformation-based algorithm.

The average performance of the three algorithms is reported
in Fig. 4 considering network topologies 1-5, in terms of

4As mentioned earlier, the transformation-based algorithm is not guaranteed
to converge, and we omit the corresponding discussion because of space limits.
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Fig. 3. Sum utility achievable by the centralized and the two distributed solu-
tion algorithms in 100 simulation instances.

sum utility in Fig. 4(a) and in terms of the corresponding
sum capacity in Fig. 4(b). We can see from Fig. 4(a) that the
decomposition-based distributed solution algorithm achieves
around 95.05%—-96.88% of that of the centralized in terms of
sum utility, with an average optimality around 96%; around
92.34%-94.73% can be achieved by the transformation-based
distributed solution algorithm with an average of 93.82%. The
corresponding average performance in terms of sum capacity
is shown in Fig. 4(b); the decomposition-based algorithm
achieves 89.48%-96.32% of that of the centralized, while
85.48%—88.78% by the transformation-based solution algo-
rithm. Comparing the two distributed solution algorithms, we
found that integrated resource allocation (i.e., without decom-
posing the original optimization problem) may not necessarily
lead to higher social utility, i.e., sum utility or sum capacity in
this work.

In Fig. 5, the average sum utility is plotted against the
number of sessions in Fig. 5(a) and the number of relay nodes in
Fig. 5(b), considering network topologies 6 and 7 with commu-
nication area of 750 x 750 mZ. Since smaller communication
area implies higher user density, and hence higher interference
among them, it may potentially degrade the performance of
the distributed solution algorithms. In this case, the decom-
position-based solution algorithm achieves 92.39%-95.78%
sum utility of the centralized with different number of sessions.
By varying the number of relays, the achievable sum utility



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

60

Il Transformation-based

N R Decomposition-based

=—0— (Centralized Algorithm

201

Sum Utility

o &

2 3 4
Network Topology Index

- Transformation-based
8 H
N\ Decomposition-based

Al

4
Nem ork Topology Index

(a)

LS

N

Price of Anarchy (%)

IEEE/ACM TRANSACTIONS ON NETWORKING

5000

2 I Transformation-based
'é 4000 N Decomposition-based ': : o
. 3000 —©— Centralized Algorithm |- : &
‘S
é 2000 - = s
“ 1000 .

1 2 3 4 5

Network Topology Index
20
x -Tlansfonnation -based
=z 15( Dccomposmon -based weed
o
=
Z 1o = -
3 Sr 1
M
4 5

Nel\\ ork Topology Index

(b)

Fig. 4. (a) Average sum utility achievable by the centralized and the two distributed solution algorithms and the corresponding price of anarchy. (b) Corresponding

average sum capacity and price of anarchy.

>,

T

Sum Utility
Sum Utility

=

—— Centralized Algorithm|

+=m- Decomposition-based

i i - ¥ - Transformation-based
3 4 5 6 . .. .0 9 0 3 3 5 6 7 8 ] 0
Number of Sessions Number of Relay Nodes

(a) (b)

Fig. 5. Average sum utility achievable by the centralized and the two
distributed solution algorithms with (a) different number of sessions and
(b) different number of relay nodes.

changes only slightly, with good performance still achievable
by the two distributed solution algorithms. In the case of even
higher interference, it would be beneficial to introduce signaling
exchange among the sessions so that they can decide their
power allocation strategies cooperatively in favor of higher
social utility [50].

VII. CONCLUSION

In this paper, we have studied distributed spectrum manage-
ment and relay selection in cognitive and cooperative wireless
networks. We first formulated the problem of joint spectrum
management and relay selection, and then decomposed it into
two individual problems: 1) spectrum management by power
allocation with given fixed relay selection, and 2) relay selec-
tion with given fixed spectrum profile. A distributed solution
algorithm is proposed for each subproblem and analyzed based
on the variational inequality (V1) theory. We prove that the pro-
posed algorithms converge to a VI solution, which is also an NE
solution. Performance of the distributed algorithm is evaluated
by comparing to the centralized solution. Simulation results in-
dicate that the distributed algorithm has performance that is very
close to the optimal solution. Convergence of the distributed al-
gorithm is also verified using simulation results. The distributed
algorithm can be used to schedule an independent set of trans-
missions, each of which is scheduled by a separate algorithm.

APPENDIX

A. Proof of Sufficient Condition

In our VI problem, the domain set X is closed and convex.
From Lemma 1, we have that VI(X’, F') has at least one solution.
From Lemma 2, we have that the utility function U (25,2 _5)
is strongly concave for each player given fixed transmission
strategies. Then, the strong concavity of U,(zs,2_s) implies
that F; = V,, U is strongly monotonic [46]. In the following,
we present a sufficient condition for the most complicated case,
i.e., when each session uses a cooperative relay, that can be de-
rived based on the framework in [52]. The resulting sufficient
condition can be easily extended to other cases.

If relay node r, with » € R, is selected by session s, with
s € &, then the gradient vector of session s with respect to

T F . F
x, can be written as J (Us) = <<g{?‘})f ) (%)f >,
5 =1 I =1

where U, is utility function of session s defined in (7), z; =
(PH)F—1,(Qf)F_,) is the power allocation vector of session s,
and F represents the number of subchannels in set 7. Similarly,
we represent the gradient vector of session g, with ¢ € S, as

F F
Jz,(Ug) = <(§g§)f_1 , <§g§)f_1>’ where ¢ is the relay
node selected by session g. Further, denote the Jacobi matrix
of Jy, (Us) and Jp, (U,) with respect to z; as Jy,2,(Us) and
Jz,z, (Ug), respectively. Here, J; =, (U,) is namely the Hessian
matrix session s. Then, we can define a matrix [v];; as follows:

a amin, ifs=g
[sg = { W%, otherwise (36)
min A& 7 max A
where af = infrex Meast (a2, (Us)) and -
sup, e yllJz,z, (Ug)|l, with Aeast(A) representing the eigen-

value of A with the smallest absolute value. Then, based on the
properties of the P-matrix [53], to guarantee the convergence of
the proposed distributed algorithm, we only need to show that
the matrix [y]s, defined in (36) is a P-matrix, which follows
the conditions in (21)—(23) [52].
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Yrere MVGH@) + 30 p s BVHNG) + Y, 5 s EVH (@) + 3,55V (@)

SN == =p"=0,Y(rs) cdeUdUDUD

Ar >0, Y\TERQ\
H;>20,VreR, ses
by >0,VreR, s€8
e >0,vses

(45)

B. Proof of Convergence of DRS Algorithm

To prove Lemma 3, it is equivalent to prove the following
two statements: 1) Algorithm 2 converges as iteration index &
tends to oo; and 2) every convergence point is a VI solution of
QVI(®, F) formulated in Section IV-C.2.

First, we represent domain set ¢ defined in (9)—(11) using a
new set of functions as follows:

Hi(@)<0 VreR,seS (37)
Hi(@)<0 VreR,sed (38)
H(a)<0 Vsed (39)
G a) <0 YreR (40)

where & = (a:)jg‘% is the relay selection profile of all sessions

defined in Section III; functions H, ,, H, s, H,, and G, are
defined as

H(a)= —a] VreR,s€8 41

Hi(a)=a -1 VreR,sedS (42)

H(a)=) af-1 VseS (43)
reR

Grla)=> a—1 VreR (44)
s€S

respectively. Here, constraints (37) and (38) together corre-
spond to constraint (9), and (39) and (40) correspond to (10) and
(11), respectively. Constraints (37)—(39) impose a constraint on
the relay selection strategy for each session s € &, while (40)
imposes a coupled constraint for all the sessions in R.

Next, we show that the implication in (45) at the top of the
page holds for any & € ®, where @ = {(r, 5) : G,(a) > 0},
® = {(r,s): Hi{a) > 0},® = {(r,s) : H}(a) > 0}, and
® = {(r.s) : H (@) > 0}. For this purpose, we investigate
the gradient vector of G, (a), H*(a), H (a), and H? () with
respect to the relay selection profile &. We have the following
observations, where [R| and |S| represnt the cardinality of set
R and S, respectively.

« Foreach G, (a), H?(a),or H (@), the gradientis a |R|-| S|
dimensional vector, with each element being either 1 or 0,
and at least one element being 1. For example, the gradient
vector of H?(a) can be given as (0,...,0,1,0,...,0)T,
where the single 1-element corresponds to that the r*? relay
node is selected by the st session.

+ For each Hi(a), the gradient vector can be given as
(0,...,0,-1,0,...,0)T, where the single —1-element
corresponds to that the 7*F relay node is not selected by
the s*" session.

Since it is impossible for all tuples (r, s) to be included in 3
(no relay node selected by any sessions) while at the same time
some tuples (r, s) are also included in & or & (some relay
nodes selected by some sessions), the above two observations
imply that the gradient vectors in (45) are linearly independent,
which proves the implication.

Then, it follows immediately [54, Theorem 3] that the limit
of any convergent subsequence {ey, } generated by Algorithm 2,
denoted by 0., is a VI solution of QVI(®, F); moreover, the
sequence {u},} generated using (27) is bounded, implying that
the penalization item in (24) tends to 0 as p — oo. Hence, the
second statement at the opening of the proof holds.

Finally, the bounded {}, } implies that e, is also the limit of
the entire sequence since: /) for sufficiently large iteration index
k, the modified utility in (24) reduces to the original utility as the
penalization vanished, 2) any solution of QVI(®, F} is a Nash
equilibrium of the relay selection game GNE(®, U) formulated
in Section IV-C; and 3) at an NE point no session has incentives
to unilaterally deviate from its current relay selection strategy,
and otherwise its (original) utility will be decreased. Therefore,
the first statement also holds.
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